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Introduction

In a regression, a connection is made between the influencing parameter(s) and a target
variable. For a parameter x, a regression line is used for this 'y = b, + by X.

A multiple regression expands the relationships to several influencing parameters. The
magnitude of the influences is determined using the least squares error method.
Multiple regression is the standard method for evaluating experimental designs (DoE),
but also for general data evaluation.

Purpose and benefit

The aim is to determine the coefficients (intensities) and possible interactions. The model
equation then obtained can be used to make predictions and optimization runs.

Basics

One uses a multiple regression if more than one independent factor x is available. The
simple linear model is:

y=bho+ bixi + baxo + b3xs +....

It is presupposed that the features are normal distributed and linear. E.g., not linear
parameters can be realized in most cases by re-modelling or by using squared terms:

y=bo+ bixi + boXxi2 + bsxo +....

In case of tabular values this means that one adds the column to x with the values in a
new column copied and squared. E.g., a combination two influences which represents an
interaction also can be carried out:

y:bo+b1X1 + hoxixXo + b3xo + ...
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The corresponding table columns for x then have to be inserted in a new column as a
product x2. Further conversions are possible to reach the linear model. In matrix form the
model equation is:

§=bX

with ¥ = vector of the results from the parameter set

X = matrix of the actual parameter values
b = vector of the coefficients

Y1 1 Xy o Xy b,
y = Y, X = 1 %, « X, b=
yn 1 Xln . in bZ

Hint: 1st column represents in X the constant
The sought-after vector b with the coefficients determines about the matrix operation

b =(X"X)" X"y

Example: Interaction model is given: experiment.  results Y

y=Dby+b x +b,x, +b, XX, Vi -1 -1
vV, 1 -1
The individual steps of the equation VvV, -1
VA RVALRVA
b _(X X) X'y arise as follows Vs 11 11
V. 0 O 6
IoXy o Xy
1 x, .. X,
X' =XTX with X:._ S z+1
1 x X

1n " n

columns and n rows

The respective cells are calculated after each other:

n
I (T)
X.. = X' X, . .
I ; ki Zhk (1st index = column, 2nd index = row)

The first column represents the constant b,. The following columns are the factors x: and x, and
the last column is the product of x; and x. (interaction).
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1 -1 -1 1]
1 1 1 1 1
1 1 -1 -1
;-1 1 -1 1 0
X=/1 -1 1 -1 X' =
-1 -1 1 1 0
1 1 1 1
1 -1 -1 1 0
1 0 0 O
etc. cells
j=1 i=1
xu= O +0O +OO +OO+OO® =5

j=2 =2
x22 = (-1)(-1) + (1)-(1) + (-1)-(-1) + (1)) + (0)-:(0) = 4

as a result, yields:

o O O O
o O ~ O
o ~A O O
A O O O

and the revers matrix is:

1/5 0 0 O
0 1/4 0 O

and via the intermediate step
32

Xy =
Y| 10

2

one gets the result for the sought-after coefficients:

6,4
15
2,5
0,5

b=(XTX)"XTy =
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So, the equation of the beginning is:
y=64+15x + 25X, +0,5X%, X,

Categorical Factors

Categorical or qualitative factors whose variations are indicated in the form of textual
names must be brought in suitable number form. One uses -1 and +1 for two attitudes in
a column. If the categorical factor is e.g., a component of supplier A and supplier B, then
A gets the value -1 and B the value 1. As of every broader feature (variation) an additional
column is laid out.

F[B] | F[C] | F[D]
A |1 |1 |1
B 1 0 0
cC | o 1 0
D | 0 0 1

The attitude A of the generally mentioned factor F represents the basic level. The
corresponding line therefore contains -1 everywhere. The other variations have one in
their column 1.

Partial correlations of r have construction caused test plans with categorical factors r =
0.5 or more greatly.

Analyses of Variance (Model ANOVA)

For assessment of the regression model the most important index is the coefficient of
determination R2 and then adjusted coefficient of determination R2ad;.

The closer R2 is to the value 1, the better the model y is described through x. The smaller
Rz is the values scatter is higher and there is not the slightest connection to y.

The following picture shows the connection between measuring and the model for one
factor

o)
“—— Measuring points y;
Model curve y;

n

SSotal :Z(Yi _?)2 SSreq ZZ(YAi —Y)2 SSkes =Zn:(Yi —YAi )2

i=1 i=1 i=1

SStotal = SSreg + SSres



I BI| Data Analysis — Multiple Regression

SS SS

R 2 _ Reg _ 1— Res )
< R <1
SSTotal SSTotal 0

One frequently also finds the adjusted coefficient of determination R 2adj. The
corresponding degrees of freedom are taken into account

RZ _l_ SSRes/DFRes _1 _ MSRes
adj — -
SSTotal / DFTotaI MSTotaI
MS  : Variance

DFreg : Degrees of Freedom of regression -> number of X-variables in model DFgeg = 2-1
(z = number of model-terms X1, X2, X3, X1-X2, X122 ....)

DFres : Degrees of Freedom of the residuals DFges= n—2z-1
(n = Number of experiments)

DFotal - Degrees fo Freedom total DFreai= n

For great data sizes are like A and B brought closer. The smaller the data size gets, the
bigger the deviation is. R2 overestimates the declared amount of deviation considerably
at a small number of degrees of freedom from time to time. Great differences between
R? and R?adj indicate unnecessary terms in the model.

Prediction Measure Q32

The Prediction measure is the fraction of variation of the response that can be predicted by the
model.

In principle R? rises with increasing the coefficients in the model because these then can
adapt to the test points always better (SSres decreases). R? isn't suitable to recognize
whether the model is over-determined. For this the Q? measure has been defined:

A

2 _Z(yi_yi)z
TSy

with Yi = model prediction for not measured points
Q? also can get negative if the point is bigger than the denominator.

Hints:

Rz and Qzis small
The customization of the model is bad. This can have several causes:
- Outliers

- Wrong test order
- Bad reproducibility


javascript:d2hPopup.ShowPopup('glossmodel.htm',500,200,0)
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Corrective: Checking the measurements for plausibility. Perhaps carrying out the tests
once again.
Bad test plan, possible carry out a new plan for one.

R2 high and Q2 very small

The model offers a good description, is, however, unstable. Tendency toward the over-
determination

There are too many terms or interactions taken into account. The model should be
reduced. The terms with the smallest effects should be deleted from the model, but be
careful with significant interactions.

- There are dominant outliers
- One response must be transformed
- The investigations should be going on

Note:

- In case of lean experiments (screening plans), often the Q2 is worse than the model is.

- In case of many repetitions, the Q2 is better than the model is. Therefore, it should be
analyzed much more the lack of fit.

Lack of Fit
Some further information can be analysed from the residual. SS is put together out:

SSres = SSiLor + SSp.e.

SSior is the Lack of Fit, with the degrees of Freedom DFor =N -2z — DFpe. -1
SSpe. is the pure error determined from repetitions.

ro i r
— \2
SS pe ;;(Yjvk _YJ') with the Degrees of Freedom DFp-e- - le(ri _1)
j=1 k= i=
Is SSres @and  SSpe known, the equation for the Lack of Fit is:
SSLoF = SSres - SSp.e

The quotient of the variances is then the Lack of Fit:

MS - _ SS o /DF e S
MS SS,. /DF,, PP BFoen?

p.e.

The result is to compare to a critical F-worth (y=confidence interval). Obviously if this is bigger
than the model terms are contained too little.

Analyses of Variance overview
The following picture shows an overview to the total Analyses of Variance:
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S,

const

Reproducibility
The Reproducibility is described through the following equation:
MS

Reproducibility = 1——*"%
p ty NS

total

This is a relative indicator which says as good we are able to reproduce the tests. This
indicator can only be determined with repetitions of tests.

Test of the coefficient of determination

As you described at the beginning is the regression result all the better the nearer the
coefficient of determination is due to 1. The question is worth as of which value under 1
the deviation by chance or already is only significant. To this one builds the null
hypothesis: All regression coefficients are 0., i.e., no connection between y and x etc.
insists. A weighted F value is calculated as test quantity:

_Rz(n—z—l)

F -
(1-R?)z

pr

with n number of series of experiments = and z = number of model terms xi, Xz, X3, X1, Xz,
xi2 etc.. As the result is significantly the regulation becomes the F-distribution with the
degrees of freedom to

fl=z, f2=n-z-1
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used. According to the significance standard, e.g. 5% or 1%, the regression result is all the better
with respect to the correlation coefficient, the nearer the value of the F-distribution is due to 0 and
the null hypothesis must be rejected.

The corresponding statistical basics you find in the statistical-literature.

Test of the regression coefficients, the p-value

To determine the significance of a factor, frequently the so-called p-value is used. At first
the hypothesis is defined that a coefficient of a factor b=0. Then the p-value is the
probability to reject the hypothesis mistakenly. This probability is determined via the t-

distribution:
t=2
Sh
b = coefficient from the multiple regression

sy = deviation of the coefficient

With using the double value of t because of the two-way test and the degrees of freedom
f=n-1z-1(n=count of experiments, z = count of model terms X1, X2, X3, X1-X2, X12 etc.).
With the index j for each factor t is defined with:

Sbj

The spread of the regression coefficient is determined through:

- [s2x”
Spj =+/S° X

in which s is the standard deviation of the complete model. s is calculated through the
sum of squares between the model and the measured values

2 1 n z 2
ST =——— Z Yi_bo_zxj,i bj
n-z-1 = —~
= j=1
with b, = constant term of the model.
X is calculated through:
IoXy o Xy
. 1 x ¢
X '=(XTX)* with X= 12 72
1 x X

In " n

The greater the t-worth is the smaller the p-value becomes. Usually the significance
level is 5%, that means if there is a p-value smaller than 0.05 the coefficient is
significant.

Standard deviation of the model RMS
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The so-called RMS-Error (Root mean squared error) represents the standard deviation of the
complete model. It is calculated through:

RMS =

SS n A )2

Res ; SS...=> Y. =Y,
n—z-1 with Res .le('

The relative standard deviation is related to the middle data area

RMS/Ym

and is a further control criterion. This value can also analogously be seen by Taguchi to the
reciprocal of the not squared signal-to-noise ratio (without the pre-factor 10 lied)

Confidence interval for the regression coefficient
The confidence interval for the regression coefficient is determined with the spread already
introduced above:

9y "
bj T S Xj,j tnfzfl;lf;/lz

Confidence interval for the response

For certain values of the factors (adjusting) the response value can be calculated to Y
about the model equation (forecast). The corresponding value has a confidence interval
because of the spread of the tests and because of the simplification of the model to the
reality. This can be decided on the following relation:

. o
Y +,/s°x" X x 11,2 1

Xl
" T -1
with X = (X"X) (see above) and x X=X
for the corresponding factor adjustments
X

and vy for the confidence level, normally 5%.
This form is valid under this one assumption that one parameter each are changed, the others
however are fixed values (principle as in the case of the effect chart -> non simultaneous
confidence interval).

A
. Xmin :(m Xmax
Standardize to -1 ... +1 original range / |
All data are transformed that the range is between e
-l and 1. -
o (X — )_() Hmin~*m Xmax Km
=
(Xmax — Xnin
scaled
g
¥iun = -1 Xinax=1

Through this one get a better comparable and relative influence sizes under each other.



I BI| Data Analysis — Multiple Regression

In addition, the multiple regression is circumstances permitting only hereby possible when
the data areas lie far from each other. The standardization should be used at planned
tests.

Standardize to standard deviation
At the standardized form the data values are related and put centrically to her standard
deviation:

X—X
v = (x7%)
S
The standardization should be used at historical data or tests not planned since the data
values can happen uneven regarding her size (not orthogonal).

The correlation matrix

One understands by a correlation a more or less high linear dependence between two
variables. The correlation between two factors or between x and y is defined through:

n

2 (x =xXy: - ¥)

=it

R

i=1 i=1

If there is a strong correlation between two x factors, in most cases one of both can be
left out.
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Response transformation (Box-Cox)

For checking a possibly necessary response transformation the so-called Box-Cox-
transformation is used.

-11.0 <~\
-115 ; \\\
= AN
g 120 - N
3 : A\ |
n ]
v : AN /|
T 125 4 N
— ;
£ ] N
130 - \
-13,5 : T T T T T T T T T T T T T T T T T T T T I T T T T T T T T T T T T
-2 1 0 1 2
A
1N? 1Y 1RY InY) Y Y %

One after another the response is transformed according to the functions displayed below and the
residues (SSr) are determined.

v _ {;11\7“ (Y*-1) if 2=0
Y In(Y) if 1=0

The smaller the residues and therefore the deviations from the model to the measured data, the
better is the transformation to be chosen. This has to be adjusted under the category data, as
mentioned in the beginning. It must be pointed out that after the transformation single significances
can be changed. Therefore, on the side coefficients it has to be checked, if the model has to be
corrected. The Box-Cox-transformation can just be executed, if a target factor-transformation has
not yet been chosen.
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Transformation

Inverse function

Example for a’=1, b’=1 ¢’=0

1__ Al b'Y 1 At 150
Y'=a'e® +c Yzlln(Y C) y
b' a'
/
_ a1 -b'Y ] [~
Y—a(l e )+c Yzlln 1 -
b (1-(Y'-c)/a’ ya
w1/
/
b' 1 b' ' =
—al1= Y==In -
Y _a(l e¢Y +1j c' (l—Y'/a' ] yas
ot 7/
02 //
Y'=a'In(b'Y +c') ) -
Y=—le? - i/
Y'=a'Sin(b'Y +c' ' PEen
( ) Y :—'(ArcSin(Y—J - c'] os
a 0.0
mp
Y'=a'(l+ Sin(b'Y +c' ' -
( ( )) Y=£(Arc$in[Y——lj—c'j
b' a'
Y'=a'Tan(b'Y +c' ' J
( ) Y :EKArCTan(Y—j — c'] /
b’ a' e
i/
|
1
"= In(L] Y = —~
1-Y 1+e
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Using Visual-XSel

Visual-XSel a powerful software to create a DoE (Design of Experiment) as
well as to evaluate the results, or historical data. The Visual-XSel setup is available at:

www.crgraph.de/download en

After starting the software, the main guide shows the direct access to the important functionality.

!H Visual-XSel 17.0 - [noname.vxg] — [m] X
File Edit Insert Calculate Statistics Format Options Help

s e D Z fix), T

B 088 v n iy AR|P e B EH D

Start VR Paste Diagram  Weibull| Evaluate ) DoE  Analyse SixSigma | Tools  Macro Draw & ?

= Proj

[7=7 Load last file EE Spreadsheet Hife [ 7]

= .J»_ System Analysis
- =

Life time Tests

Data Analysis

% Fault Tree Analysis

5 ez
U™ Measure. Sys. Analysis A Process Capability Control Charts

Weibull Analysis

a3 POF 7 B3 POF (7 POF POF (2
6 Six Sigma DFSS Design for... A Taguchi Shainin

-G+ 100% Y/

X=170.1 mm Y=1856mm Site 1

If you first join the program, it is recommended to use always the main guide (select the
menu item File / New if the guide is not visible). Later one can use also the menu

Statistics or the icons below.

On the following pages the most important steps are shown. First use Data Analysis
from the Main-Guide or via the Menu Statistics

© Copyright CRGRAPH 2022
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By using the icon Evaluate an icon bar appears with the most important data analysis

tool Regression.

L=

Oloo B @ =3
Diagram Weibul]l Evaluate | DoE Analyse
A

iz
ANOVA

Alternatively click to Data-

Regression

Discrete

_ EE] Analysis Guide...

U\

L]
Hypothesis

ke

Capability

Regression (straight-line) via diagram ...

88 Multiple Regression manually ...

Multiple Regression full auto ...

PLS Partial Least Square (correlating data) ...

Discrete Regression (response with two levels) ...

Poisson Regression (response countable) ...

Neural Networks ...

analysis in the Main-Guide,
shown at the first page and
follow the speech bubbles.

The further steps are explained using the

available via menu File/Examples.

Depending from the entrance, normally
the Data Analysis Guide will help you
find out the right method for the used
data. In this case, a normal Regression
without transformation is suitable (con-
tinuously measurements).

Use more parameters for Regression/
ANOVA

In the dialog Multiple Regression, the
response and the factors (here inde-
pendent parameters) must be selected
with the respective buttons.

Note: If in the list of Data-columns a
double click is used, the names will be
moved in this field, where the button is
red marked.

Shainin

w

»

sample data Example MulReg.vxt, which is

H {* quantitative - metrical

% continual data with sufficient
resolution

% :ﬁ " Discrete countable attributes

L=1o two or more characteristics

* More

£ One parameter

parameters

Multiple Regression oder PLY

" Countable characteristics
Transfoqmation with

arcsin

Multiple Regression

5

[t

Spreadsh.-Table |T1 A I

| M odel | Correl. | Fegress. | ANDVA' Box Coxl Dptimizel Adjustm. | Ehartsl Dptionsl

Transformation

-

Dgta-columns (double-click) Response
k - | Lccoel
FistonFole I
DampTube % e Indep. parameters (]
= StiffnRod
o I s | DampRod

Stabi

TrzrlDala




In the rubric Model the Quadratic Mo-
del has to be used analog to the experi-
ment-definition.

As of version 16.0 also triple interac-
tions can be selected for some defined
combinations in the same way like by
defining the Experiment.

The next step is to check the corre-
lation. Because of the DoE the data is
not critical here. There is a limit with the
a red line, to decide if the MR is
suitable. This limit comes more from
experience and is not a statistical
factor.

If this limit will be overstepped auto-
matically a dialog-box appears to give
some alternatives, how to proceed.

The result of the regression is shown
on the next rubric. The Coefficients
are the weight of the influence of each
term.

The visualisation of this coef. are the
green horizontal bars on the right with
additional confidence ranges.

The p-val (value) is the significance for
the coefficients. If the defined limit of
0.05 is exceeded the recommendation
is to exclude this term from the model.
This will be done for all terms by step-
wise regression (see button below).

After excluding the non signigicant term
those will be grayed, but can brought
back manually (sometimes it is better to
decide by technical understanding than
by statistical issues).
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Multiple Regression ﬁ

Data  Model l Carrel. ] Regress. ] AND\-’A] Box on] Dptimize] Adjuistm, ] Eharts] Dptions]

Model

StiffnRod )
DampRod |Z ™ Linear
Stabi -
IrackFole
FistonFole
DampTube
StiffnRod*DampRod
StiffnRod*Stabi
StiffnRod*TrackFole
StiffnRod*PistonPole
StiffnRod#*DampTube
DampRod*Stabi
DampRod*TrackPole

uagar. on

" Cubic

" Cubic only
x4

Rl R R

Multiple Regression ﬁ
[ata ] Model Corel ]Hegress. ] ANDVA] Box Cox] Dptimize] Adiustm.] Chart ] Dptions]
{* Fact-{ Int-Int i~ X2  Fact- |-gr 0, |&0
DampRod : Stabi 0.252 =
DampRod : DampTube 0.203 [m]
Stabi : DampTube 0.156 [}
Stabi : PistonPole 0.126 o
DampRod : TrackPole 0.085 1]
PistonPole : DampTube 0.083 1]
{ Stabi : TrackPole 0.068 I}

Multiple Regression ﬁ

Data ] Model] Correl. Regress. IANDVA] Box Cox] Dptimize] Adiustm.] Charts] Dptions]
Terms  28/28 ¢ MR " PLS Coefficient p-val Mo transi. =
Constant 2.194863 HIPS
! P -1,16776 1] | —
DampRod -0,81905 0O —+
Stabi -0,45592 0 =,
TrackPole -0,24666 3] > o
PistonFole 0, 784685 1] —
DampTube 0,186308 O o
5tiffnRod*DampRod 0,58089 0O —

| StiffnRod*Stabi -0,12288 4] B

tiffnBod*Trackbnle —0,068721 o0 [
StiffnRod*PistonPole a, OOQQQ?G - =
StiffnRod*DampTube 0,000773 O -
DampRod*Stabi -0,01246 [4] L]
DampRod*TrackPole 0,033835 0O L]
DampRod*PistonPole -0,18827 1] &
DampRod*DampTube -0,02679 o Lo
Stabi*TrackPole 0,022767 O L]
Stabi*PistonPole -0,07759 4] +
Stabi*DampTube 0,063164 0O [
TrackPole*PistonPole -0,07151 4]
TrackPole*DampTube 0,086574 0 .
PistonPole*DampTube 0,018172 0O Lo
StiffnRod? 1,071835% 0 —=
DampRod® 0,019468 0,894 = -
G Click in list fior more info
[l A== 0989 DF =28 RMS = 0,2052 auto | check| select| sort JJJ

Ry = RMS/m = 0,034
‘adj 0.978 ! [~ F T Transform. WJ

the coefficient of determina- use the auto button
tion shows how much the model to start the stepwise
can explain the data regression
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Optional the so-called VIF (VarianceJ Partial Least Square ==
Inflation Factor) can be shown. This is Data | Model | Comel Regress. | ANDV | Box Cox | Optimize | Adusim. | Chartsypitptions |
a measure of hOW far the mode| terms Terms  35/8 " MR (* PLS Cosff(PLS 4C) =] VIP VIF No transf. v
. - Constant 6,956965 -

correlate with the others. The higher Weignt 0,239395  0.50 | 3,4 =

. . . . Fuel[Dies=] —0,42435 0.?3 3,9 E
this is, the more critical the evaluation L e palE DI =
is. For more information, see the e e ggggzi" P a5 = I
speech bubble, for each term by Aeest TO.18TIE 105 | 15,6 =
clicking on the respective term in the
VIF column.
The (MOdel)-ANOVA giVGS enhanced Multiple Regression ﬁ

information of how much trust one can
have to the model.

Data ] Model] Eonel.] Fegress. l Box on] Dptimize] Adiustm.] Eharts] Dptions]

55 DF MS F p-value

For more information about the statis-
tical values see the statistics-doc at the

Residual 1,0848 26 0,0421
beglnnlng | Pure Error ﬂ

Total spread 100,154 53 1,8897
|j{ Regression 99,059 7 36688 a7 0.000

No repetitions!

Lack of Fit

this p-value shows the
significance of the whole model

The so called Box-Cox-Transformation [ muitiple regression -]
checks, wether the Y-data (response)
should be used better by converting
with mathematically standard formulas.
The curve with the green points shows
the special Box-Cox transformation
with the goal to have the best normallity
of the data (must be as small as |
possible). The curve with the red points
shows the best coefficient of determi-
nation R2 (must be as large as
possible).

Note: Sometimes the best transfor-
mation between the two arguments is
not the same.

Dptimize] Adjustm. ] Eharts] Dptions]

1]
W

i
5]

o o

p MY uY neY) A Y v
h=-2 i=-1 i=-05 =0 4=05 i=1 4=2

Recommendation: Use this transformation only, if there is a greate
advantage by Rz, for example by lifetime data.
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The optimizer calculate on the basis of the model the best-point, what you have defined (here for
example the minimum of the response). This calculation finds mostly better parameter adjustments,
than the best observation of the data in the table.

Multiple Regression

Data | Comel | Model | Regress. | ANOVA | Box Cox  Dptimize Iﬂu;hm!m| Charts | Options |

X

Opttimization
|  Mascmum
| [— Res. in sheet |
| € Target ‘Weight
' W Sh i 1 5
| ow optimal points in Curve-Diagram =
|
[ Vi MaZiR2 | | | [ = foc
' StifnRiod 108,809 | 1000 4500
: CampRod 10 H 20
[ Stabi 20000 5000 20000
| TrackFole 7200701 1500 10000
| FistonPole 50000 50000 400000
| CiampTite 20000 20000 400000
|

Click to start after selecting the options

If there more responses the optimizer try to find the best compromize.
If there are restrictions of some parameters, one can fix this. So only the non fixed parameter will

be adjusted.

Select the “Optimal points...” to get a mark in the “Curve-diagram” later.

In the view of Adjustments one can
judge, wether it is usefull to complete
experiments, espacially if there are
doubt about interactions. In this case it
is recommended to add experiments of
missing edges-points.

Multiple Regression

=X

Data ] Model] Correl.] Flegress.] ANDVA] Box Cox] Optimize

Adjustment of the parameters

] Charts ] Optiahs ]

|1 Stabi - StiffnRod - DampRod

StiffnRod -

"

;'ll.l
{

i
i
".0

[
|

\f

YT

1’;{.:

DampRod -
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At the end one can select charts for the
represantion on the main window.

The most important charts are bold
marked.

Note: do not forget to describe the
project by a meaningful title in the top.

Click to the OK-button to create the
charts in the main window. You can go
back to the regression dialog at any
time with the Data-analysis button.

r

Multiple Regression

)

Charts

[ata ] Model] Eorrel.] Hegress.] ANDVA] Box Cox] Dptimize] Adustm.  Charts letions]

Main-title for all Diagrams |In'.restigatiun t'rtle{
L Rt wversus 1 Param. @
E " Curve-Diagrams * I StiffnRod Py
@ I Interaction-Chart :f;;li}md £
[ Modekchart TrackPole
: | Effects* versus 2 Param.
| I Model v. Observ. = * StiffnRod / DampRod -
: E=" I Residuals-Distribution =* ::{:ﬁﬁﬁﬂﬂjﬁ:ﬂpule
= gt o |
L [@E] I Resid-Gauss * DampRod / Stabi

The curve-diagramm shows the function of the model grafically. The steeper the slope of the curve
is, the higher is the influence of the parameters.
The vertical red lines represent the actual parameter adjustments with their values on the top. The

~ horizontal red line shows the result of in the response axis together with a confidence range. Move
the vertical redI lines to change the parameter sets and to calculate the new result of the model.
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The next diagram “Model versus Ob- 10 5 7
servation” gives one an overview 7P
where are the deviations between the 7
regression model (function) and the E 2
measured values . o E &
= E Bl
. . , o 7 3
The best model is, if all points lie on = E I
the straight line. In this case the coef- & 6 SiC
ficient of determination R2would be 1. = 1 p308— O
. . . _J—52—> A
If outliers exists they are marked in red E i
(not including in the example data set) S
3 E,m, ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
3 4 5 6 7 8 9 10

Observation
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Also a very important information g0.qg = 75E"1620,0466 = 0,17037 R? = 0,983 pualve = 0511a0
about the condition of the model gives ’ P
the “Residuals-distribution”. g
The methode of least square requires 99 >
that the residuals are normal distri- _ 96
buted. If there are a deviation of a & o
group of points this is a strong indi- S e
cator that there are unknown distur- S 20
bing factors or too much scatter. S 2
To decide whether a deviation is criti- s 10
cal, there is a p-value for the hypothe- 3
sis of normality (if p-val<0.05 there is !
no normality. 01

0,01 +—rFr—rtrrr
Outliers will be marked in red also 04 02 0.0 0.2 04 06
here. Residuals

In addition there are a lot of further charts, which are not described here.
If there are any suggestions or hints about this short introdution, please give us a feedback to

info@crgraph.de



